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From hydrostatic equilibrium, dP/dr = −ρg, the mass
above an isobar is

∆M ≈ P

g
4πR2

≈ 0.05M!
(

P

MeV fm−3

)
,

and the thickness is

HP =
P

ρg
∼ 1 km.

outer core: npe

In

ner core: ?

NB. P/g is roughly the column depth, 
de!ned as ∫ρ dz
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Artwork courtesy T. Piro, UC-Berkeley
Neutron star primary

≈ solar mass star secondary
   in a short-period (minutes

   to hours) orbit

Critical accretion rate: balance radiation,
gravitational force to obtain Eddington lu-
minosity

LEdd =
4πGMmHc
σT

.

This corresponds to a mass accretion rate
of

Ṁ ≈ 10−8 M" yr−1.

Each H atom accreted releases

Egrav ≈
GMmH

R
≈ 200 MeV.
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Mass transfer cycle 
of a LMXB

•0.4 Gyr mass-transfer (LMXB) phase
•0.2 Msun mass accumulated

LMXBs replace their original crust

Tauris & van den Heuvel
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5. OHMIC DIFFUSION IN THE DEEP OCEAN AND CRUST

Present uncertainties in the composition of matter after
hydrogen/helium burning prohibit a calculation of the sub-
sequent chemical evolution of the ocean for hydrogen-rich
accretion. However, even though the composition is not
well known, we can still use the thermal proÐles as estimates
of the crust temperatures. This is important to the evolution
of the magnetic Ðeld, as the accretion-induced heating of the
crust reduces its conductivity and hastens the Ohmic di†u-
sion of crust magnetic Ðelds & Urpin This(Geppert 1994).
heating also increases the mass of the ocean. These e†ects
have been considered & Urpin(Romani 1990 ; Geppert

& Sahrling & Geppert1994 ; Pethick 1995 ; Urpin 1995 ;
& Geppert & Bhattacharya forUrpin 1996 ; Konar 1997)

stars accreting at yr~1.M0 [ 10~9 M
_There are, however, a few neutron stars accreting globally

at or near the Eddington rate. There are two X-ray pulsars
(LMC X-4 and SMC X-1) and the six bright ““ Z ÏÏ sources
(Sco X-1, GX 5[1, GX 349]2, GX 17]2, GX 340]0, Cyg
X-2). The accreted material will have spread over the sur-
faces of these star for column densities g cm~2 (seeZ1014

so that a spherically symmetrical approach is war-° 6),
ranted for this calculation. We thus use our solutions for the
thermal proÐle of the deep crust at accretion rates m5 D m5 Edd(see to estimate the Ohmic di†usion timescales in the° 4.3)
deep crust of these neutron stars.

5.1. T he Microphysics in the Crust
The conductivity in the crust is set by electron-phonon

and electron-impurity scattering. In the relaxation-time
approximation, the conductivity is & Urpin(Yakovlev
1980)
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that x ? 1 and neglect anisotropies in the relaxation time
caused by the magnetic Ðeld. From these conductivities, we
then calculate the local Ohmic di†usion time over a scale
height,

qdiff \ 4np H2
c2 . (30)

We are using the pressure scale height H (eq. [16])
as the characteristic lengthscale. At neutron drip, H/R B
0.01(2Z/A)4@3(o/1011 g cm~3)1@3, so that a plane-parallel
approach is valid throughout the crust.

5.2. Ohmic Di†usion T imes in the Crust
For the temperatures in the crust, we used the estimated

proÐles from for the case of nonequilibrium nuclear° 4.3

reactions occurring deep in the crust. As in that section, we
assume that temperature is a function of only depth y, as at
these depths the accreted matter will have spread around
the star. We plot in (Q \ 1.0) the local OhmicFigure 9
di†usion time (solid lines) for accretion rates of 0.5, 1.0, and
5.0 times Eddington. We also show the Ñow time over a
scale height, (dashed lines). A few conclusions aretfl 4 y/m5
immediate. First, where the ions vibrate classically (T Z #),
the ratio is nearly independent of depth until nearqdiff/tflneutron drip ; moreover, for accretion rates m5 /m5 Edd [

K), the di†usion time is always0.23(A/2Z)2(T /5 ] 108
greater than the time for matter to Ñow through one scale
height. Second, impurity scattering is unimportant through-
out the crust for Because we placed the heat sourcesQ [ 1.
at a Ðxed depth the thermal gradient changes signy \ y

w
,

there (see Electron captures remove pressure support° 4.3).
and therefore decrease the pressure scale height, causing the
abrupt decrease in the Ohmic timescale (solid line, Fig. 9).
Once neutron pressure dominates the equation of state, the
scale height again increases with depth. In this region, the
Ñow timescale is always longer than the di†usion timescale
for m5 [ m5 Edd.

FIG. 9.ÈOhmic di†usion in the crust as a function of column depth for
accretion rates 1.0, and 5.0. The conductivity includes bothm5 /m5 Edd \ 0.5,
electron-phonon scattering and electron-impurity (Q \ 1.0) scattering. We
show the timescale for Ohmic di†usion (solid line) over a scale height and
the timescale for the crust to be pushed through a scale height, (dashedy/m5
line). The two timescales become comparable, above neutron drip, when

yr~1. Below neutron drip, the Ñow timescale is alwaysM0 B 3 ] 10~9 M
_larger than the di†usion timescale for sub-Eddington accretion rates. The

density as a function of column depth is approximately given by eq. (17).

magnetic !eld evolution;
from Brown & Bildsten 98
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ignition depth of He, C 
explosions (long X-ray 

bursts);
from Kuulkers 01

crust reactions important for...
quiescent thermal 

emission from transients

mountains (plot from 
Ushomirsky et al. 00)

see talk by C. Horowitz

5Saturday, June 20, 2009



explosive H, He burningX-ray bursts from GS 1826−24 3

Fig. 1.— Profiles of 20 X-ray bursts from GS 1826−24 observed
by RXTE between 1997–2002, plotted with varying vertical offsets
for clarity. The upper group of 7 bursts were observed in 1997–98,
the middle group of 10 bursts in 2000, while the lower group of 3
were observed in 2002. The bursts from each epoch have been time-
aligned by cross-correlating the first 8 seconds of the burst. Error
bars indicate the 1σ uncertainties.

standard for X-ray burst analysis (e.g. Kuulk-
ers et al. 2002). We estimated the bolometric
burst flux at each timestep as Fbol,i = 1.0763 ×
10−11 T 4

bb,iKbb,i ergs cm−2 s−1, from the blackbody
(color) temperature Tbb,i and normalization Kbb,i =
(Rbb/d10kpc)2, where Rbb is the apparent photosphere
radius in km, and d10kpc the distance to the source in
units of 10 kpc. We define the burst start as the time at
which the bolometric flux exceeds 25% of the peak flux,
and the rise time as the interval for the flux to subse-
quently exceed 90% of the maximum. We fitted the flux
decay to an exponential profile with a “break” at which
point the e-folding time is allowed to vary discontinuously.
We integrated the measured fluxes over ≈ 150 s cover-
ing the burst, and extrapolated beyond this based on the
exponential fits, to derive the fluence.

We also estimated the instrumental background us-
ing pcabackest version 3.0 and the “combined” bright
source models, and measured the (absorbed) persistent
2.5–25 keV PCA flux by integrating over an absorbed
blackbody plus power law model fitted to the persistent
(pre-burst) spectra. The mean reduced-χ2 for the persis-
tent spectral fits was 1.07 (56 degrees of freedom). The
neutral column density was in most cases poorly con-

strained and not significantly different from zero, and in
the mean was nH = (2.4 ± 1.4) × 1022 cm−2. While this
model provided a good fit to the PCA data alone, com-
bined fits including the HEXTE spectrum additionally re-
quired modelling of the high-energy spectral cutoff (see
section §3.2).

3. burst profiles, energetics and recurrence
times

The X-ray bursts observed by RXTE were remarkably
similar to each other (Fig. 1). The rise times were rel-
atively long, betseen 4.75 and 7 s (5.6 ± 0.6 s on av-
erage). The first exponential decay timescale increased
from 14.7 ± 0.7 to 17.5 ± 1.1 s between the 1997–98 and
2000 bursts, and to 19.1 ± 1.3 for the 2002 bursts. The
variation of the burst profile with epoch is obvious in
the averaged lightcurves (Fig. 2). The second expo-
nential timescale was, on average, 43 ± 1 s. The peak
fluxes also showed weak evidence for a decrease with
time; the mean for the 7 bursts observed in 1997–98 was
(33.0± 0.8)× 10−9 ergs cm−2 s−1, while for the bursts ob-
served in 2000–2 it was (30.5 ± 1.1) × 10−9 ergs cm−2 s−1

(note that the averages of burst properties calculated here
exclude the bursts which we did not observe in their en-
tirety). This decrease was substantially larger than the
variation in the pre-burst persistent emission (see §3.1, be-
low). Thus, it appears unlikely that the observed variation
in the peak burst flux arose as a side-effect of subtracting
the persistent emission as background. The net effect of
the variations in peak flux and timescale was to keep the
fluence approximately constant, at ≈ 1.1×10−6 ergs cm−2.
None of the bursts exhibited evidence for radius expan-
sion, so that the maximum burst flux is a lower limit to
the Eddington luminosity. The implied distance limit is
consistent with that derived from previous observations.

Fig. 2.— Mean profiles of 7 X-ray bursts from GS 1826−24 ob-
served by RXTE during 1997–98 (grey histogram), and of 10 bursts
observed during 2000 (black histogram). The bursts from 2002 have
similar profiles to those from 2000. Error bars indicate the 1σ un-
certainties, derived from the scatter of the flux within each time bin
over all the bursts. The inset shows the same profiles, expanded to
show more detail around the burst rise and peak.

from Galloway et al. 
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TABLE 1

Average Burst Properties

Model
Number
of Bursts Z

Ṁ

( )!9 !110 M yr,

Dt
(hr)

Eburst
(1039 ergs) a

DM
(1021 g)

A1 . . . . . . 19 0.02 1.17 5.4 (0.1) 4.67 (0.20) 57.4 (2.8) 1.14 (0.03)
A2 . . . . . . 18 0.02 1.43 4.3 (0.1) 4.67 (0.11) 55.6 (1.2) 1.11 (0.03)
A3 . . . . . . 30 0.02 1.58 3.85 (0.06) 4.73 (0.07) 55.0 (0.9) 1.10 (0.02)
A4 . . . . . . 13 0.02 1.75 3.48 (0.06) 4.84 (0.06) 53.6 (0.8) 1.11 (0.02)
B1 . . . . . . 12 0.001 1.17 12.8 (0.6) 13.3 (0.7) 47.8 (0.4) 2.71 (0.14)
B2 . . . . . . 17 0.001 1.43 6.04 (0.41) 7.74 (0.49) 47.4 (1.0) 1.57 (0.11)
B3 . . . . . . 15 0.001 1.75 3.98 (0.28) 6.26 (0.32) 47.3 (2.4) 1.27 (0.09)

Note.—See text for definitions of quantities.

Fig. 1.—Comparison of observed and calculated light curves. The histogram
shows the average light curve from the bursts observed during the year 2000
when the recurrence time was ≈4 hr (G04; Fig. 2). The error bars are the
1 j variations from burst to burst. The solid and dashed curves are the average
burst profiles from models A3 ( ) and B3 ( ), which haveZ p 0.02 Z p 0.001

and 4.0 hr, respectively. The inset magnifies the rise and the initialDt p 3.9
part of the decay. The gray bands indicate the 1 j variation of the burst profiles
about the average.

large adaptive nuclear reaction network is used to follow the
nucleosynthesis at each depth, and we include convection when
needed using time-dependent mixing length theory. We use the
same input nuclear physics, stellar opacities, and neutron star
parameters as W04 but consider a wider range of accretion
rates. The Newtonian calculations are corrected for general
relativity as described in § 4.4 of W04 for a neutron star mass
of . The corresponding stellar radius is ,1.4 M R p 11.2 km,

and gravitational redshift is .z p 0.26
A summary of the results is given in Table 1. For each

sequence of bursts, we list the rest mass accretion rate ,Ṁ
recurrence time , burst energy , gravitational mass ac-Dt Eburst
cumulated between bursts , and˙DM p MDt/(1" z) a p

, all as seen by an observer at in-2
F Dt/E p DMc z/EX burst burst

finity. The quantities given are averaged over all bursts except
the first burst in each sequence, which is typically more en-
ergetic than the subsequent bursts (W04). We give the standard
deviation of each quantity in parentheses, to show the burst-
to-burst variations. Models A4 and B3, which have Ṁ p

, have the same parameters as models ZM!9 !11.75# 10 M yr,

and zM of W04. There are slight differences at the level of
≈3% between the burst properties in models A4 and B3 as

compared to models ZM and zM of W04, because of refine-
ments of the KEPLER code that were made following publi-
cation of the W04 paper.
We compare these simulations to bursts observed by RXTE

between 1997 November and 2002 July. We analyze the data
as described in G04, with the following exceptions: (1) the
spectral fitting was performed using lheasoft version 5.3,
released 2003 November 17, for which the effective area of
the proportional counter instrument (and hence the source flux)
was reduced by approximately 15% compared to earlier ver-
sions; (2) improved calculation of the burst fluence that was
better able to handle gaps in the data, which increased the
estimated fluence in some cases by at most 5%. These changes
also had the effect of reducing the absolute a-values, although
the trend with persistent flux was unchanged.
In Figure 1, we compare the mean light curve for bursts

observed during 2000 (G04; Fig. 2) with the mean burst light
curves from models A3 and B3. These models are chosen
because they have similar recurrence times to the observed
recurrence time of 4.1 hr. We calculate the mean light curves
by aligning bursts in each sequence by their peak luminosities.
The error bars in Figure 1 show the 1 j burst-to-burst variation
about the mean observed light curve. The shaded region shows
the same variation for the theoretical light curves.
For this comparison, we choose the distance to the source

(within the allowed range kpc; G04) so that the peak4 ! d ! 8
luminosity of the observed bursts agrees with the peak lumi-
nosity of bursts from model A3. The relation between the peak
burst luminosity and the observed peak flux isL peak

, where is a factor that accounts for pos-24pd y F p L yb peak peak b

sible anisotropy in the burst emission (e.g., Fujimoto 1988).
The average observed peak flux in the 2000 epoch is

, and the average peak lu-!8 !2 !1(2.93! 0.15)# 10 ergs cm s
minosity of bursts in model A3 is L p (1.29! 0.04)#peak

, giving a distance .38 !1 !1/210 ergs s d p 6.07! 0.18 kpc yb
Once the bursts have been normalized in this way, the agree-

ment between the observed and theoretical light curves for
(model A3) is remarkable. Model A3 fits the ob-Z p 0.02

served decay exceedingly well out to about 40 s, falling a little
below the observed flux between 40 and 120 s. The burst-to-
burst variations in the models are also of comparablemagnitude
to the burst-to-burst variations in the data. The most significant
difference is that the theoretical model shows a distinct two-
stage rise that is not apparent in the observed light curve (see
Fig. 1 inset).
Model B3, which has a low metallicity, does not reproduce

the observed light curve. Given the uncertainty in the distance
to the source, the normalization may be adjusted to bring the
observed and predicted peak luminosities into agreement, but
the shape of the decay provides an additional constraint. In
model B3, the lower metallicity leads to very little hydrogen

Heger et al. 07

for some regimes, 
models do really well!
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ashes of H-He burning
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103Sn 104Sn 105Sn 106Sn

105Te 106Te 107Te 108Te

102In 103In 104In 105In

(γ,a)

Sb

β+

(p, )γ

FIG. 2. The reactions in the SnSbTe cycles during an x-ray
burst. In the case of proton captures the arrows indicate the
direction of the net flow, the difference of the flow via proton
capture, and the reverse flow via (g, p) photodisintegration. The
line styles are the same as in Fig. 1.

obtain a broad distribution of nuclei in the A ! 64 107
mass range. This is a result of the long-lived waiting
point nuclei along the rp process reaction path which
store some material until the burning is over. The late
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FIG. 3. Luminosity, nuclear energy generation rate, and the
abundances of hydrogen, helium, and the important waiting
point nuclei as functions of time during an x-ray burst. For
comparison, the nuclear energy generation rate is also shown as
a dashed line together with the luminosity, though it is out of
scale during the peak of the burst. The mass of the accreted
layer is 4.9 3 1021 g.

helium production in the SnSbTe cycle broadens this distri-
bution further.

To summarize, we have shown that the synthesis of
heavy nuclei via the rp process is limited to nuclei with
Z # 54 due to our newly discovered SnSbTe cycle. The
existence of a SnSbTe cycle under all rp process condi-
tions is a consequence of the low, experimentally known
[24] a separation energies of the 106,107,108,109Te isotopes
and is therefore not subject to nuclear physics uncertain-
ties. However, because of the uncertainties in the proton
separation energies of the Sb isotopes there is some un-
certainty in the relative strength of the SnSbTe subcycles
closed by (g, a) photodisintegration on 106Te, 107Te, and
108Te. This will be discussed in a forthcoming paper.

A likely consequence of the SnSbTe cycle for accret-
ing neutron stars is that the matter entering the crust is
composed of nuclei lighter than A ! 107. The only way
to bypass the SnSbTe cycle would be a pulsed rp pro-
cess, where between pulses matter could decay back to
stable nuclei. This could happen during so-called dwarf
bursts, which have been suggested to be secondary bursts
produced by reignition of the ashes [25]. However, this
would require some unburned hydrogen in the burst ashes
(see discussion below) or extensive vertical mixing [14].

Our calculations give a strong indication that the synthe-
sis of nuclei beyond 56Ni and especially into the A ! 100
mass region in hydrogen rich bursts leads to extended en-
ergy production. This might explain the long duration
(100 sec) bursts seen from, for example, GS 1826-24 [26].
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Inner crust: nuclei, n, e

Outer crust: nuclei, e

Envelope: accreted H, He
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Plot from Haensel & Zdunik ’08; 
see also Gupta et al. ’07, ’08 
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Gupta, Brown, Schatz, Möller, & Kratz (07)
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Consider the symmetry term in the mass formula,

E

A
= −aV + aSA−1/3 + aA

(
N − Z
N + Z

)2

+ aC
Z2

A4/3
.

Minimize the Gibbs energy including the electron
contribution Yeµe to find

Ye ≈
1
2
− µe

8aA
.

This is equivalent to demanding that µe = µn − µp.
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electron capture reactions, 
outer crust
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!g. from Cackett et al. ‘06

• RXTE monitoring observations 
discovered quasi-persistent 
transients

• Rutledge et al. ’02 suggested 
looking for thermal relaxation 
of crust during quiescence

• observations (Wijnands, 
Cackett) detect this cooling
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Chandra and Swift observations of EXO 0748–676 back to quiescence 5

Figure 2. Evolution of the bolometric flux (top) and effec-
tive temperature (middle/bottom) of EXO 0748–676, deduced
from Chandra/ACIS-S (squares) and Swift/XRT (triangles) ob-
servations. The bottom panel displays the effective temperatures
of KS 1731–260 (green stars; from Cackett et al. 2006) and
MXB 1659–29 (red bullets; from Cackett et al. 2006, 2008), in
addition to the data points of EXO 0748–676. The exponential
decay fits to the data of KS 1731–260 and MXB 1659–29 are also
shown (dashed green line and solid red line respectively).

dent molecular dynamics simulations that predict a regular
crystal lattice structure (Horowitz et al. 2007).

More Chandra observations of EXO 0748–676 are
scheduled for this year and these will provide insight into
the different scenarios discussed above.
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what can we learn from cooling transients?
Rutledge et al. ’02,, Shternin et al. ’07, Brown & Cumming ’09

• core temperature

• interpretation of neutrino cooling requires 
knowing the time-averaged dM/dt

• thermal timescale of crust

• combination of conductivity, crust thickness, 
speci!c heat

• distribution of heat sources in the crust
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Nuclear heating and neutrino cooling
Following Brown (2000), we define a smooth heating distribution in the crust, rather than resolving the heating from individual

reaction layers. We choose our heating function to be such that dLnuc/d ln y = const, and we do this separately in both the inner
crust, and in the outer crust where the pressure is P > 1027 ergs cm−3. The integrated nuclear luminosity is plotted in Fig. A2. We
normalized the heat distribution so that the total heat deposited, per accreted nucleon, into the inner crust is 1.5 MeV (cf. Haensel
& Zdunik 1990, 2003, 2008) and the total heat deposited, per accreted nucleon, into the outer crust is 0.2 MeV (cf. Gupta et al.
2007).
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Fig. A2.— Integrated nuclear heating, divided by the proper mass accretion rate, in the crust as a function of column.

For the neutrino cooling, our model includes (for a review of neutrino emission mechanisms, see Yakovlev et al. 2001) neutrino
cooling from electron-nucleus bremsstrahlung. The neutrino emissivity from neutrons paired in the 1S 0 state in the inner crust is
suppressed by a factor (vF/c)2 (Leinson & Perez 2006; Sedrakian et al. 2007). Recent calculations (Steiner & Reddy 2008) show
that this suppression follows from conservation of baryon vector current. The pair, photo, and plasmon emissivities (Schinder
et al. 1987) do not contribute substantially at the temperatures of interest.

Thermal conductivities
Our implementation of the thermal conductivities mediated by electron-ion scattering follows that of Potekhin et al. (1999) and

Gnedin et al. (2001). We compute the electron thermal transport in the relaxation-time approximation using the Wiedemann-Franz
law,

K =
π2

3
nek2

BT
m"e ν

, (A3)

where m"e = (p2
F/c

2 + m2
e)1/2, with pF being the Fermi momentum, and ν is the scattering frequency. In the ocean, ν is set by

electron-ion scattering. As the ions crystallize, electron-phonon scattering mediates the thermal transport. Where the temperature
is above the Debye temperature, the scattering frequency is approximately

νep ≈ 13α
kBT
!
, (A4)

where α = e2/(!c) is the fine-structure constant. In the inner crust, the electron-ion scattering frequency is strongly reduced for
T < Tp, the plasma temperature, and impurity scattering becomes dominant with scattering frequency

νeQ =
4πQimpe4nion

p2
FvF

Λimp, (A5)

where pF and vF are the momentum and velocity of electrons at the Fermi surface and the impurity parameter Qimp ≡
n−1

ion
∑

i ni(Zi − 〈Z〉)2 measures the distribution of nuclide charge numbers.
For the Coulomb logarithm termΛimp we use the formula of Potekhin et al. (1999) with the modification that the structure factor

is set to unity, reflecting the lack of long-range correlations in the impurities. With this modification Λimp becomes (Potekhin,
private communication)
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1
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solve thermal evolution equation on 
!xed hydrostatic grid

Tcore, Ttop, Qimp adjusted to !t 
lightcurve 

(depth)

2

sets the shape of the cooling lightcurve, and calculating in de-
tail the constraints on Qimp and other crust parameters com-
ing from the cooling lightcurves of both KS 1731−260 and
MXB 1659−29. Cackett et al. (2006) found that both of these
decays could be fit with an exponential decay to a constant,
although a single power-law (L ∝ t−α, with α = 0.50 ± 0.03)
also adequately fits the data for KS 1731−260 (Cackett et al.
2008). We show here that the lightcurve of a cooling crust is
a broken power law. The initial power law decay gives a di-
rect measure of the temperature profile, and hence the thermal
flux during outburst, in the outer crust. The time of the break,
at hundreds of days post-outburst, corresponds to the thermal
time where the solid transitions from a classical to quantum
crystal, close to neutron drip. At late times, the luminosity
levels off at a value set by the neutron star core temperature.

We start in §2 by describing our time-dependent cooling
calculations and an analytic model of the results, and go on
in §3 to calculate the constraints on crust parameters coming
from comparison with the observed cooling of KS 1731−260
and MXB 1659−29. The Appendix discusses the details of
our crust models.

2. MODELS OF CRUST COOLING IN KS 1731−260 AND
MXB 1659−29

2.1. Hydrostatic structure of the crust
Because the temperature is always low relative to the elec-

tron and neutron Fermi energies, we can solve for the temper-
ature and luminosity using a static hydrostatic structure. In
the crust, the pressure P makes a convenient Eulerian coor-
dinate, and we integrate the equations (Thorne 1977) for the
radius r, gravitational mass M, and potential φ,

dr
d ln P

=− P
ρg

(1 + z)−1, (2)

dM
d ln P

=−4πr2 P
g
, (3)

dφ
d ln P

=−P
ρ
. (4)

Here 1 + z = [1 − 2GM/(rc2)]−1/2, g = GM(1 + z)/r2 is the
gravitational acceleration, and ρ is the density of mass-energy.
We have neglected terms O(pr3/Mc2), as appropriate in the
crust. As boundary conditions, we assume a transition den-
sity to uniform npe matter at n = 0.08 fm−3 (consistent with
recent studies of clustering in uniform nuclear matter; Oya-
matsu & Iida 2007), and set M and r according to a neutron
star model computed using the EOS of Akmal et al. (1998).
We integrate outwards to a pressure P = 2.3×1026 ergs cm−3,
corresponding to a column depth from the surface1 of P/g =
1012 g cm−2, at which point we apply the third boundary con-
dition φ(r = R) = (c2/2) ln[1 − 2GM/(Rc2)]. The integration
is performed using a standard fourth-order Runge-Kutta al-
gorithm, and the output is constrained to generate points uni-
formly distributed in ln P for use in the time-dependent code
(§ 2.2). Our equation of state, as well as our model for the
composition, is detailed in the Appendix.

2.2. Time-dependent Heating and Cooling
The time-dependent equations for the evolution of temper-

ature and luminosity are
∂

∂t

(
Teφ/c

2)
= e2φ/c2 εnuc − εν

C
− 1

4πr2ρC(1 + z)
∂

∂r

(
Le2φ/c2)

,(5)

1 The column depth
∫ ∞

r ρ dz ≈ P/g; in this paper we will use the term to
refer to y ≡ P/g.
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Fig. 1.— Temperature in the neutron star ocean (Tb) as a function of pho-
tosphere temperature Teff (solid line). For comparison, the relations of Gud-
mundsson et al. (1983, dashed line) and Potekhin et al. (1997, dotted line) are
shown. Note that for the latter two, the temperature Tb is taken at a density
1010 g cm−3.

Le2φ/c2
=−4πr2Keφ/c2

1 + z
∂

∂r

(
Teφ/c

2)
, (6)

where εnuc and εν are the specific nuclear heating and neutrino
emissivity, C is the specific heat, and K is the thermal conduc-
tivity. We solve these equations using the method of lines. We
use the common technique of defining Le2φ/c2 at the midpoints
of our grid by interpolating 4πr2Keφ/c2

/(1 + z) and differenc-
ing Teφ/c2 ; as a result the divergence term in equation (5) is
second-order and explicitly conserves flux. This procedure
yields a set of coupled ordinary differential equations, which
we then integrate using a semi-implicit extrapolation method
(see Press et al. 1992, and references therein). Our calculation
of C, K, εnuc, and εν is described in the Appendix.

We used two different boundary conditions for the core.
The first is to simply assume a constant temperature, which
we fit to observations. The second is to match the inwards
luminosity at the crust-core boundary to the neutrino emis-
sion from the core using a tabulated Tc-Lν relation for differ-
ent assumptions of the core neutrino emissivity. In this way,
we self-consistently solve for the core temperature appropri-
ate for the assumed core physics rather than treat it as a free
parameter. Unless the quiescent interval is long, we find that
the core temperature is essentially constant over an outburst-
quiescence cycle.

The boundary condition at the surface is more ambiguous.
During an outburst, the temperature in the neutron star en-
velope is set by the burning of hydrogen and helium, and
(possibly) fusion of light elements such as 12C. Our code
does not track this burning, and so we fix the temperature at
P/g = 1012 g cm−2 at a fixed value. This column is roughly
where superburst ignition occurs, and should demarcate the
bottom of the region containing light element, unstable reac-
tions. During quiescence, we calculate the cooling flux at the
top of the grid using a tabulated relation between T∞eff and the
temperature obtained by integrating the steady-state thermal
structure of the neutron star envelope (Brown et al. 2002).
In these integrations, we fix the atmosphere to be pure 4He
down to a depth P/g = 109 g cm−2, with a layer of pure
56Fe down to a depth P/g = 1012 g cm−2. The resulting rela-
tion (Fig. 1, solid line) resembles that of Gudmundsson et al.
(1983, dashed line) at low Teff , but trends towards the fully
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flux during outburst, in the outer crust. The time of the break,
at hundreds of days post-outburst, corresponds to the thermal
time where the solid transitions from a classical to quantum
crystal, close to neutron drip. At late times, the luminosity
levels off at a value set by the neutron star core temperature.

We start in §2 by describing our time-dependent cooling
calculations and an analytic model of the results, and go on
in §3 to calculate the constraints on crust parameters coming
from comparison with the observed cooling of KS 1731−260
and MXB 1659−29. The Appendix discusses the details of
our crust models.

2. MODELS OF CRUST COOLING IN KS 1731−260 AND
MXB 1659−29

2.1. Hydrostatic structure of the crust
Because the temperature is always low relative to the elec-

tron and neutron Fermi energies, we can solve for the temper-
ature and luminosity using a static hydrostatic structure. In
the crust, the pressure P makes a convenient Eulerian coor-
dinate, and we integrate the equations (Thorne 1977) for the
radius r, gravitational mass M, and potential φ,

dr
d ln P

=− P
ρg

(1 + z)−1, (2)

dM
d ln P

=−4πr2 P
g
, (3)

dφ
d ln P

=−P
ρ
. (4)

Here 1 + z = [1 − 2GM/(rc2)]−1/2, g = GM(1 + z)/r2 is the
gravitational acceleration, and ρ is the density of mass-energy.
We have neglected terms O(pr3/Mc2), as appropriate in the
crust. As boundary conditions, we assume a transition den-
sity to uniform npe matter at n = 0.08 fm−3 (consistent with
recent studies of clustering in uniform nuclear matter; Oya-
matsu & Iida 2007), and set M and r according to a neutron
star model computed using the EOS of Akmal et al. (1998).
We integrate outwards to a pressure P = 2.3×1026 ergs cm−3,
corresponding to a column depth from the surface1 of P/g =
1012 g cm−2, at which point we apply the third boundary con-
dition φ(r = R) = (c2/2) ln[1 − 2GM/(Rc2)]. The integration
is performed using a standard fourth-order Runge-Kutta al-
gorithm, and the output is constrained to generate points uni-
formly distributed in ln P for use in the time-dependent code
(§ 2.2). Our equation of state, as well as our model for the
composition, is detailed in the Appendix.

2.2. Time-dependent Heating and Cooling
The time-dependent equations for the evolution of temper-

ature and luminosity are
∂

∂t

(
Teφ/c

2)
= e2φ/c2 εnuc − εν

C
− 1

4πr2ρC(1 + z)
∂

∂r

(
Le2φ/c2)

,(5)

1 The column depth
∫ ∞

r ρ dz ≈ P/g; in this paper we will use the term to
refer to y ≡ P/g.

log10(Teff/K)
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Fig. 1.— Temperature in the neutron star ocean (Tb) as a function of pho-
tosphere temperature Teff (solid line). For comparison, the relations of Gud-
mundsson et al. (1983, dashed line) and Potekhin et al. (1997, dotted line) are
shown. Note that for the latter two, the temperature Tb is taken at a density
1010 g cm−3.

Le2φ/c2
=−4πr2Keφ/c2

1 + z
∂

∂r

(
Teφ/c

2)
, (6)

where εnuc and εν are the specific nuclear heating and neutrino
emissivity, C is the specific heat, and K is the thermal conduc-
tivity. We solve these equations using the method of lines. We
use the common technique of defining Le2φ/c2 at the midpoints
of our grid by interpolating 4πr2Keφ/c2

/(1 + z) and differenc-
ing Teφ/c2 ; as a result the divergence term in equation (5) is
second-order and explicitly conserves flux. This procedure
yields a set of coupled ordinary differential equations, which
we then integrate using a semi-implicit extrapolation method
(see Press et al. 1992, and references therein). Our calculation
of C, K, εnuc, and εν is described in the Appendix.

We used two different boundary conditions for the core.
The first is to simply assume a constant temperature, which
we fit to observations. The second is to match the inwards
luminosity at the crust-core boundary to the neutrino emis-
sion from the core using a tabulated Tc-Lν relation for differ-
ent assumptions of the core neutrino emissivity. In this way,
we self-consistently solve for the core temperature appropri-
ate for the assumed core physics rather than treat it as a free
parameter. Unless the quiescent interval is long, we find that
the core temperature is essentially constant over an outburst-
quiescence cycle.

The boundary condition at the surface is more ambiguous.
During an outburst, the temperature in the neutron star en-
velope is set by the burning of hydrogen and helium, and
(possibly) fusion of light elements such as 12C. Our code
does not track this burning, and so we fix the temperature at
P/g = 1012 g cm−2 at a fixed value. This column is roughly
where superburst ignition occurs, and should demarcate the
bottom of the region containing light element, unstable reac-
tions. During quiescence, we calculate the cooling flux at the
top of the grid using a tabulated relation between T∞eff and the
temperature obtained by integrating the steady-state thermal
structure of the neutron star envelope (Brown et al. 2002).
In these integrations, we fix the atmosphere to be pure 4He
down to a depth P/g = 109 g cm−2, with a layer of pure
56Fe down to a depth P/g = 1012 g cm−2. The resulting rela-
tion (Fig. 1, solid line) resembles that of Gudmundsson et al.
(1983, dashed line) at low Teff , but trends towards the fully
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Lightcurve from cooling crust
Brown & Cumming ‘09
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constraints on Qimp

• use approximate model in 
Markov Chain Monte Carlo

• Qimp < 10

• agrees with Shternin et al. 
’08

• degenerate with gravity, 
accretion rate

• crust thickness (Lattimer 
et al. ’94) 

8

Fig. 11.— Constraints on T∞c , Tb, and Qimp, as Figure 8, but now including
variations in M, R, and Ṁ.

on Qimp is considerably relaxed for MXB 1659−29. However,
for both sources, Qimp values greater than several are ruled out
even with the additional parameters included. The central val-
ues of T∞c and Tb are similar to the values previously derived.

The sensitivity of the derived value of Qimp on M and R
is illustrated for MXB 1659−29 in Figure 12 (we see the
same effect for the KS 1731−260 data). We show the derived
probability distribution for Qimp for three different choices
of neutron star mass and radius. In each case, we keep the
accretion rate fixed at our fiducial value Ṁ = 1017 g s−1.
The allowed values of Qimp increase with increasing surface
gravity. This can be understood by considering the thermal
time from a given density to the surface, which depends on
the thickness of the layer and therefore varies with surface
gravity (Lattimer et al. 1994). Rewriting the integral for the
thermal time, equation (9), as an integral over pressure gives
τ∞ ∝ (1 + z)/g2 ∝ R4M−2(1 + z)−1. An increase in surface
gravity shortens the cooling time, and Qimp must increase to
bring it back into agreement with the observed value.

The joint probability density for M and R is given in Fig-
ure 13 for each source. Although M and R are only weakly
constrained, we see that the best-fitting values of M and R
are correlated. The mass and radius enter the calculation
of the lightcurve in several places besides the thermal time
τ∞. The relation between crust temperature and T∞eff de-
pends on the surface gravity; for a fixed crust temperature,
T∞eff ∝ g1/4/(1+z). The initial temperature profile also changes
with gravity. Using the Newtonian equations for the steady-
state thermal profile, we see that dT/dP = (1/g)(3κF/4acT 3),
dF/dP = −ε/g, so that the increase in flux due to the deep
heating is smaller by a factor g, and the change in tempera-
ture for a given flux is smaller by a factor g. The combina-
tion of these different effects results in the observed correla-
tion between the best fitting values of M and R. By inspec-
tion we find that the slope of the relation is well-described by
g ∝ (1 + z)3.

4. DISCUSSION AND CONCLUSIONS

We have presented numerical simulations of the cool-
ing of the neutron star crust in both KS 1731−260 and
MXB 1659−29 following the end of long accretion outbursts.
Our main results are:

1. The lightcurve of a cooling crust is a broken power-law
going to a constant at late times. The luminosity at late times

Fig. 12.— The probability distribution of Qimp derived for MXB 1659−29,
for three different choices of neutron star mass and radii. Left to right, in
order of increasing surface gravity, they are (i) M = 1.4 M$, R = 13 km,
g14 = 1.4, 1+ z = 1.21 (ii) M = 1.6 M$, R = 11.2 km, g14 = 2.3, 1+ z = 1.32
and (iii) M = 2 M$, R = 10 km, g14 = 4.2, 1 + z = 1.57. In each case, the
accretion rate is fixed at our fiducial value Ṁ = 1017 g s−1.

Fig. 13.— Constraint on the neutron star mass and radius. We assume a
constant prior in mass between 1.1 and 2.5 M$ and in radius between 8 and
16 km. The peak of the probability distribution is marked with a cross, and
the contours enclose 68% and 95% of the probability.

is set by the neutron star core temperature. The slope of the
early part of the lightcurve provides a direct measure of the
flux in the outer crust during outburst (eq. [12]). The time of
the break is set by the transition from a classical to quantum
crystal, close to neutron drip. The good fit of our models to the
data provides evidence that the neutrons in the inner crust do
not contribute significantly to the heat capacity, as expected if
they are superfluid.

2. As our models have shown, the observations to date are
probing the thermal relaxation timescale of the inner crust.
The cooling timescale increases with increasing Qimp, poten-
tially giving a tight constraint on this parameter. The fits to
the lightcurves of MXB 1659−29 and KS 1731−260 both re-
quire Qimp< 10, in agreement with the result of Shternin et
al. (2007) for KS 1731−260. For our fiducial model, which
has neutron star parameters M = 1.6 M$, R = 11.2 km, and
outburst accretion rate Ṁ = 1017 g s−1, the best fit values are
Qimp= 4 for MXB 1659−29, and Qimp= 1.5 for KS 1731−260.
Reducing the surface gravity or increasing the accretion rate
allows smaller values of Qimp. Impurity scattering sets the

τ ∝
(

R2

GM

)2 (
1− 2GM

Rc2

)1/2

Brown & Cumming 09
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reactions begin to cycle material out of the Z! 10 region
at EF ! 38 MeV (!! 1012:5 g=cc).

Prior to neutron emission the ‘‘pure EC’’ path through
even-even nuclei is the same as in the OCP calculation of
[14]: 106Pd! 106Ru! 106Mo! 106Zr! 106Sr! 106Kr!
106Se. However, 106Se ! 106As at EF ¼ 25:86 MeV is to
Eexc ¼ 2:45 MeV> S3n ¼ 0:99 MeV and neutron re-
moval can produce nuclei up to 103As. Now Ethresh ¼
23:46; 24:44; 24:12 MeV for 103;104;105As, respectively, al-
low superthreshold (EC, xn) branching with high values of
x. Thus, hNi begins a rapid descent and the MCP trajectory
does not produce N ¼ 74 at 106Ge accessed at EF ’
27 MeV in the OCP (Fig. 1). Well-deformed 106As ("2 ¼
0:225 from [9]) has neutron energy levels spaced by a few
100 keV, each participating in (EC, xn) over a very small
change !EF in EF. This effect combined with a low Sn
results in multiple neutron emission towards (spherical)
subshell closures at N ¼ 64, 56. Hence, !N suddenly
expands to !5 beyond the subshell N ¼ 70 and the slope
of hNi abruptly changes as neutrons are rapidly emitted
between N ¼ 66 and 56. We follow the increasingly dense
web of (EC, xn) branchings from 103AsðEC; 1nÞ102Ge on-
wards. The product undergoes up to (EC, 3n) at EF !
28 MeV. A dominant branch at 53% is to 101Ga whose
(EC, xn) products are 100%98Zn, each with branchings
between 30% and 40%. The flow is now no longer con-
centrated along a single x-neutron emission channel. At
Ethresh ¼ 28:6 MeV 98ZnðEC; xnÞ occurs with x & 3. The
product 95Cu (N ¼ 66) has Ethresh ¼ 28:8 MeV and re-
leases up to 6 neutrons with substantial branching ratios.
Because of this rapidly expanding web of (EC, xn) with
increasing x, neutrons are emitted continuously as EF rises,
and consequently at EF ’ 29 MeV (Fig. 1) flow from N ¼
66 to N ¼ 60 is already at the factor of 3 level by abun-
dance. In contrast, the OCP essentially does not evolve

from EF ¼ 27:08 up to 31.22 MeV; i.e., there is no activity
between production of 106Ge and its destruction by
106Geþ 4e% ! 92Niþ 14nþ 4#e which abruptly re-
leases 14 neutrons at a single EF ¼ 31:22 MeV. This
scenario is highly unlikely if (1) neutron emissions occur
from excited states—instead of the typical (2EC, 6n) steps
of the OCP evolution at widely separated EF, (EC, xn) with
much higher x can participate in the MCP at several closely
spaced EF, and (2) there is more than one network node so
that 100% of the flow is not controlled by a single x ( 3
neutron emission mode like a typical OCP (2EC, 6n) on
80Cr at EF ¼ 32:76 MeV. If we remove only 3 neutrons
after the threshold capture on 80Cr, the product 77V is still
superthreshold to (EC, xn) by almost 4 MeV. The MCP
branchings *10% on the 77V intermediate nucleus are
12.6% (EC, 4n), 38.4% (EC, 5n), 15.8% (EC, 6n), 19.2%
(EC, 7n) showing odd-even and neutron kinetic energy
subtraction effects. The resulting large spreads !N, !Z
in the MCP evolution allow much smoother movement
through several MCP network nodes. This occurs because
any one of the network nodes ðZ% 1; N þ 1Þ; ðZ%
1; NÞ; ðZ% 1; N % 1Þ; . . . resulting from different x in a
single (EC, xn) step can itself move on to lower N and Z
through (EC, xn) either at the prevailing EF or with a small
increase !EF ! 0:3 MeV.
The nuclear structure probed by the high energy ðEF %

EthreshÞ of superthreshold (EC, xn) determines the charac-
teristics of the reaction flow in the following ways:
(i) The slopes of hNi, hZi with EF, or the speed of the

reaction flow, comes from a removal of the (spherical)
subshell degeneracy due to deformation. This effect is
strongest midway between spherical (sub)shells. The
OCP curve passes through N ¼ 64,60, 56, 52, 48, 44, 40,
36, 30 with large gaps !EF ! 1 MeV (and a huge gap of
4.14 MeV between the productions of 106Ge and 92Ni). In
contrast, the MCP neutron emission is much more continu-
ous with changing EF. At higher EF in the MCP evolution,
Fig. 1 clearly shows that within the (spherical) neutron g9=2
subshell (N between 40 and 50) there are several transit
points in N that become accessible at very closely spaced
EF. These correspond to the well-separated deformed neu-
tron levels emanating from the same (spherical) subshell.
A level diagram of mid-proton-shell 80Cr (deformed with
"2 ¼ 0:233) not only shows this effect, but also that upon
entry into the N ¼ 56 subshell closure, N ¼ 54, 52
should play a prominent role and N ¼ 52, 50 correspond
to levels at almost identical energy. Therefore, the MCP
N-evolution flattens at N ¼ 56 and 40, but not at N ¼ 50,
through which it is rather steep. Throughout the evolution
the OCP slope of NðEFÞ (with notable exceptions at N ¼
64, 60 corresponding to Z ¼ 28, 26) is closer to the MCP
slopes of hNið)2!NÞ between major neutron (sub)shells
(see the MCP slopes at N ¼ 56, 40 in Fig. 1)—thus the
OCP g.s. neutron removals do not reflect the rich structure
within neutron (sub)shells for well-deformed neutron-rich
nuclei.
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FIG. 1 (color). Abundance distributions YðNÞ and YðZÞ shown
for absðlog10ðYÞÞ< 5 at !EF ¼ 0:1 intervals in the EF range 25–
35 MeV for an MCP calculation starting with pure 106Pd.
Beyond EF ! 26 the MCP distributions of YðNÞ and YðZÞ rapidly
broaden due to EC into highly excited states followed by neutron
emissions. The OCP trajectories of [14] starting with the same
ICC and evolving through EC and g.s. neutron emissions lie
outside the 2$ limits of the MCP YðNÞ and YðZÞ distributions.
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summary

• observations of neutron star transients provide information on core 
temperature, crust conductivity & thickness, and crust heating

• consistent with regular lattice with low Qimp in inner crust

• do nuclear processes in the inner force low Qimp? does it follow that all 
neutron stars have identical inner crusts?

• implications for raising mountains in the crust (Bildsten 98, Ushomirsky 
00, Haskell 06)

• much progress is being made on modeling the composition from 
photosphere to core
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